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Figure 1: (a) The experimental setup (b) Haptic glove overview (c) 3D-printed glove parts

ABSTRACT

Current haptic devices often provide tactile feedback via only vi-
brations and kinesthetic feedback based on heavy and cumbersome
exoskeletons hindering users’ motion. This paper presents an inno-
vative, lightweight, flexible and easy-to-wear haptic glove providing
realistic tactile feedback through normal indentation and lateral skin
stretch in addition to vibrations, as well as high-fidelity kinesthetic
feedback through strings pulled by servo motors. Unlike current sys-
tems, it is inexpensive and tactile feedback is achieved through small
vibration motors embedded on the fingertips of the glove. Normal
indentation and shear forces are created through moving platforms
applying pressure to the skin. Kinesthetic feedback is provided by
small strings attached to the glove and pulled to simulate, unlike
previous systems, both soft and hard virtual object manipulation.
The glove is controlled by a small microcontroller receiving input
from a computer sending commands to the motors and actuators.
Study results suggest that the user is capable to perceive better direc-
tional information and surface geometry when vibration is added to
the fingertip. Users perform better at distinguishing softness levels
when the differences in softness are distinct.

1 INTRODUCTION

Haptic technology creates the illusion of touch, pressure and other
tactile sensations through mechanical, electrical, or other forms of
energy, in robotics, virtual reality (VR), teleoperation, rehabilitation,
cultural heritage etc [27], [24]. Haptics in VR enhances immersion
[23] [39]. In teleoperation, haptic feedback provides a sense of touch
and force of the remote environment [31], [1], [30]. In rehabilitation,
haptic systems provides patients with a sense of touch and movement,
recovering their senses [16], [9]. Wearable haptic systems, though,
are often heavy, failing to communicate touch as in the real world,
therefore, simulation fidelity is low. Haptics is interlinked with
many open research questions in relation to hardware configurations
for perceptually accurate haptic sensations [29]. Tactile feedback
refers to the sense users feel in their fingers through vibrations,
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normal indentation, lateral skin stretch, and shear forces [37], [36].
Kinesthetic feedback is the sense from sensors in muscles, joints and
tendons, achieved through exoskeletons [20], pneumatic modules
[38] and by pulling strings attached to fingers [19]. Users feel a
sense of texture, shape, and weight of the virtual objects [18]. Haptic
devices providing tactile feedback often employ solely vibrations;
just one of the cutaneous sensation primitives, the others being
normal indentation, lateral skin stretch and relative tangential motion
[25], [5]. Kinesthetic feedback is provided through heavy systems
impairing users’ motion [28]. With rigid exoskeletons, perception of
soft objects is nearly impossible [20]. With strings, relevant systems
don’t usually provide kinesthetic feedback [19]. Most of the haptic
devices in the market are still quite expensive.

In this paper, we present the innovative design and implementa-
tion of a custom, lightweight, flexible and easy-to-wear haptic glove
providing tactile feedback through vibrations, normal indentation,
lateral skin stretch as well as kinesthetic feedback by pulling strings
attached to fingers. We conduct three experiments evaluating the
effectiveness of the glove providing realistic tactile and kinesthetic
feedback. The first experiment evaluated realistic feedback for either
the softness or hardness of objects. The second experiment investi-
gated the perceived directional information on the user’s fingertip,
with or without vibration. The last experiment measured users’ per-
ception of surface geometry, with or without vibration. Our specific
contributions include:

• A custom lightweight, compact and flexible haptic device of-
fering tactile feedback via normal indentation by pressing a
moving platform against the fingertip. It provides lateral skin
stretch (surface geometry) by applying shear forces to the
fingertip and vibration by using an Eccentric Rotating Mass
(ERM) motor on each fingertip.

• Our system provides kinesthetic feedback based on strings
attached to the glove, pulled to simulate both soft and hard
objects. The system controls three servo motors which when
actuated, offer the perception of softness or hardness of 3D
objects.

• We conduct three experiments on users’ perception of soft-
ness, hardness, directional information and surface geometry
of 3D objects. We determine the accuracy of the perceived



Figure 2: Comparison with other haptic devices

haptic feedback and whether vibrations improve directional
information and surface geometry feedback.

2 RELATED WORK

We include an overview of haptic devices (Fig. 2). Early work
focused mainly on grounded devices [11], [33]. In cultural heritage,
grounded haptic devices were deployed for interaction with 3D arti-
facts [21], [3]. These devices offered accurate kinesthetic feedback
to the user, but, they were heavy and, thus, not wearable [29].

2.1 Dorsal-Based Haptic Devices
Past research has focused on moving the grounding point of the
system on top of the hand closer to the actuation point, developing
exoskeletons, i.e., a robotic system blocking the hand’s movement
when there is contact between the virtual hand and a virtual object.
Dexmo Glove [15], is a wearable exoskeleton, providing variable
kinesthetic feedback, allowing the user to feel the size and shape of
any 3D object as well as providing multiple stiffness layers simula-
tion, being wireless with an overall latency of 20-50ms. However,
there is no enriched tactile feedback in terms of vibration, normal
indentation and lateral skin stretch. Haptx [17], created a haptic feed-
back glove using microfluidic technology on pneumatic actuators to
displace the skin up to 2mm, applying physical pressure to the hand.
However, the system requires an air compressor to control the actua-
tors, which makes the interface heavy. An inexpensive haptic device
that has the actuation point on top of the hand, provided kinesthetic
feedback through an exoskeleton and five servo motors that block
its movement when there is collision with a 3D object [34]. Tactile
feedback was implemented through fifteen Eccentric Rotating Mass
(ERM) motors. However, this implementation was cumbersome and
fatiguing. The tactile feedback is provided only through vibrations
and the kinesthetic feedback does not offer varied levels of stiffness.
A wireless embedded system for hand motion capture integrated an
IR pass-filtered camera detecting three IR LEDs attached to a 3D
printed base on the glove [10]. An accelerometer/gyroscope for the
pitch and roll was added and tactile feedback was communicated
through five vibration motors attached to the fingertips. However,
this implementation lacked kinesthetic feedback. In our work, kines-
thetic feedback is provided by strings instead of an exoskeleton,
reducing weight. Also, we provide enriched tactile feedback via
vibration, normal indentation and lateral skin stretch, instead of just
vibration. We thoroughly evaluate the effectiveness of the glove in
providing realistic tactile and kinesthetic feedback.

2.2 Finger-Based Haptic Devices
Another approach to haptic systems is to move the grounding point
on top of the fingertip to provide enriched tactile feedback, even
closer to the actuation point. An embedded system was developed
that offered 3-DoF fingertip cutaneous feedback through a mobile

platform providing normal indentation and simulation of the curva-
ture on the fingertip [4]. It provided 1-DoF finger kinesthetic feed-
back on the proximal and distal interphalangeal finger articulations
through an exoskeleton. However, the interface was cumbersome
and difficult to use. Origami robotics provided contact and stiffness
display via compression and shear; a curvature display via roll and
pitch as well as texture via vibration [14]. It was not possible to
achieve compression and pitch simultaneously, since compression
requires the use of two motors, also designed for one finger only.
A wearable cutaneous device for the fingertip provided pressure
and skin stretch stimuli by two servo motors and a fabric belt [35].
When the motors rotate in the same direction, shear forces are ap-
plied to the finger. When they rotate in a different direction, they
provide force to the finger. However, simple passive tangible objects
were combined with this device to provide the perception of shape,
stiffness and friction. A 3-DoF wearable device for tactile feedback
applied normal and tangential shear forces to the fingertip by control-
ling three cables through three actuators [32] but lacked kinesthetic
feedback. Furthermore, a wearable fingertip haptic interface renders
virtual shapes and surface features through a moving platform [12],
however, the actuators were placed on the finger, making the system
cumbersome and difficult to use for long. HapTip, a wearable and
compact haptic device provided only 2 DoF shear forces on the
fingertip [13]. Our method provides enriched tactile feedback to all
fingers instead of just one and does not need passive tangible objects
to enhance stimuli perception.

2.3 Handheld Controllers
In [2] the authors designed two handheld controllers providing tactile
feedback similar to our implementation. However, they are cumber-
some, limiting users’ immersion since they grab a controller, lack
kinesthetic feedback, and the tactile feedback is limited only to the
index finger. A VR controller provided both kinesthetic (rendering
continuous softness measure) and enriched tactile feedback (voice
coil actuator) to the index finger [8]. This device is heavier than our
implementation, not wearable, and limited to one finger. In [6], [7]
novel handheld devices were developed, rendering inertia, mass, and
tactile feedback in the form of asymmetric skin deformation, and
contact forces. Instead, we provide tactile feedback to all fingertips
as well as our device being wearable and easy to use in different
case scenarios.

2.4 Haptic Feedback Approaches
Recently, the usage of dielectric elastomer actuators has been tested
for haptic feedback [22], representing feel-through haptics. It is
soft enough so that the user does not perceive when it’s turned off.
Also, it generates sufficient force when actuated to provide tactile
feedback on the fingertip. However, it requires a 500V-1kV power
supply to actuate the interface. Chemical haptics deliver topical
stimulants to the user’s skin [26]. Receptors on the user’s skin are



Figure 3: The strings that are pulled in each case to simulate location-based tactile feedback to the index finger

chemically triggered, rendering distinct haptic sensations. They use
Menthol to simulate the sense of cooling, Capsaicin for warming,
Sanshool for tingling and Lidocaine for numbing. However, they do
not transition from one sensation to another and sensations do not
last for a long time. Our proposed haptic glove requires only 5V to
operate. Haptic sensations can last as long as required.

3 IMPLEMENTATION

Figure 4: Mechatronic system block diagram with pinout information

3.1 Mechanical Design

We used a total of seven servo motors, each 10.2gr. In order to avoid
hindering users’ motion and the device being less cumbersome, we
placed four of the servo motors around the wrist. These motors are
controlling the index finger’s moving platform. The rest of the servo
motors are placed at the back of the hand and are controlling the
kinesthetic feedback through strings. We designed and mounted
one 3D-printed part, that weighs 2gr, on each fingernail. We also
added four 3D-printed parts that weigh 1gr each, on the middle
and proximal phalanx on each finger, except the thumb where we
only placed two. The 3D-printed parts have five holes driving the
cables and the strings from the motors directly to the fingertips. The
3D-printed parts are designed for an average human finger.

3.2 Tactile Feedback
For enriched tactile feedback, we designed a moving platform for
every fingertip placed on the thumb, middle, ring, and pinky fingers,
connected with a servo motor through four strings (one on each
corner of the moving platform). When the virtual fingers collide
with a virtual object, the servo motor rotates and pulls all the strings
against the fingertip, providing the user with normal indentation.
Additionally, the moving platform that is placed on the index fin-
gertip is connected to four servo motors, each connected to one
of the four corners of the moving platform. In this way, we can
move it independently from the other corners and in every direction
(Fig. 3), providing the user with the following: normal indentation,
when all four of the strings are pulled; lateral skin stretch, since
the user can feel the directions through the shear forces applied to
the fingertip; surface curvature display, since the user can identify
round bumps, pointy bumps, and holes. In addition to the moving
platform, an ERM vibration motor was added to each platform in
order to provide the user with a contact display and perception of the
texture of the material when the finger moves on a virtual surface,
also keeping the system’s weight low. ERM don’t require complex
circuits adding weight (H-Bridge), being power-efficient since they
don’t require a continuous flow of a current to maintain the motion.
The ERM motors used in this work have a start current draw of
85mA and an operating current draw of 75mA, which is greater than
the output current from each pin in Arduino (up to 40mA). Thus,
a driver circuit is required to overpass this limitation. The circuit
contains an N-channel MOSFET because it works better with 2V
and higher (higher Vgs gate turn on-voltage). Also, it requires a
Schottky diode to protect the MOSFET against voltage spikes from
coils, a pull-down resistor to keep the MOSFET entirely off and an
EMI suppression capacitor to reduce the high-frequency electromag-
netic noise generated by the motor. This circuit is developed for
each servo motor and placed on a custom PCB.

Figure 5: Kinesthetic feedback implementation



Figure 6: Flowchart of the kinesthetic feedback

3.3 Kinesthetic Feedback
When in contact with a virtual object, the movement of each fin-
ger is stopped in order to provide kinesthetic feedback to the user.
Our haptic glove utilizes strings attached to a 3D-printed mecha-
nism controlled by a servo motor. Three servo motors are used for
kinesthetic feedback, for the thumb, index finger, and one for the
remaining three fingers. We render three fingers using one actuator
so as to minimize weight. When the user interacts with a 3D ob-
ject, a method checks whether the object is soft or hard. If soft, it
checks the level of its softness. Then, the servo motor rotates the
servo-breaking mechanism either left to block the softness level con-
troller or right to block the hard object controller. The softness level
controller is connected with the fingers through a flexible string that
can stretch and simulate the elasticity of soft objects in two levels.
Softer objects have a smaller collider, thus the hand grip closes more
to collide with them. The hard object controller is connected with
the fingers through a normal string and the breaking mechanism
blocks the controller depending on the object’s size. The 3D-printed
blocks (2cm x 2cm x 3cm), where the hard object controller and
the softness level controller move, withstands approx. 26.4 N of
force before breaking under tension. The tension in the strings is
196.2 N effectively limiting the user’s finger movement providing
resistance and kinesthetic feedback. In order to drive the servo mo-
tors, the Arduino offers the Servo library. However, each servo will
consume a pin and an amount of Arduino processing power. In order
to address this, a PCA9685 16-Channel 12-bit PWM/Servo Driver is
employed for driving these motors. The PCA9685 is able to drive up
to sixteen servos over I2C with only two pins and with the onboard
PWM controller this will occur simultaneously.

4 USER STUDIES

We conduct user experiments to evaluate haptic feedback by assess-
ing the perception of object softness or hardness as well as lateral
skin stretch on the fingertip and user recognition of surface geom-
etry. We used a 27” Samsung CJG50 monitor (2560 x 1440, 144
Hz) connected to a PC (desktop, CPU AMD Ryzen 7-3700X, 16
GB RAM, single Radeon GPU RX-5700XT) and a Leap Motion
Controller to track the user’s hand and fingers. 18 participants took
part, e.g. 7 females, average age 26.67, SD 2.68, with normal or
corrected-to-normal vision. Participants were placed in front of the
screen as seen in Fig. 1a, wore the haptic glove and interacted with
3D objects in order to get familiar with the Leap Motion Controller’s
tracking. They wore headphones for isolation. Our glove was de-
signed for the 90th percentile of hand dimensions. It was worn on
the left hand but a new glove could easily be mirrored for the right

hand. Then, the experiment sequence was initiated. The average
time to finish the three experiments was around 27.5 minutes.

4.1 Experiment 1: Softness/Hardness Perception

The experiment investigated the perception of either the softness
or hardness of 3D objects. Participants were presented with pairs
of spheres. Randomly, the two spheres had either 0, 1, or 2 as an
attribute value, representing soft, medium soft, and hard objects
respectively. Pairs of all levels were presented three times and
participants were given 10 seconds to manipulate each sphere. After
showing each pair to participants, they reported whether the first
or the second sphere was perceived as softer, or whether the two
were perceived as similar. For each pair of spheres, we recorded
the answers provided. In order to collect the data, we used a user
interface with three buttons. Following the presentation of the two
spheres, the user was asked to report, by moving an on-screen cursor,
which sphere was softer or whether they were the same.

4.2 Experiment 2: Lateral Skin Stretch Perception

Each participant was presented with stimuli from the moving plat-
form. By pulling one or more of the four strings attached to the
moving platform, participants felt specific directional information.
Each direction was presented 3 times and in random order. After
the 3 seconds passed from the exposure to the stimuli, participants
were presented with 8 buttons (one for each direction) and reported
which one of the 8 they felt. This process was repeated with the
addition of vibration feedback to participants’ index fingertips. We
recorded participants’ answers. We used a similar user interface as
in Experiment 1, with 8 buttons (one for each direction) to collect
user data. The user interface popped up after each sequence ended,
asking participants which direction they felt on their fingertips.

4.3 Experiment 3: Surface Geometry Perception

Participants were instructed to move their hands from left to right
through a black box. When the participants’ index finger was inside
the box, they were exposed to stimuli from the moving platform by
pulling one or more of the four strings attached to it. The platform’s
movement simulated four surface geometries: a round bump, a
triangle ramp, a round ramp, and a triangle bump. After 3 seconds of
stimuli presentation, participants selected which one they felt. Then,
this process was repeated with the addition of vibration feedback to
participants’ index fingertips. After every stimulus, participants were
presented with a user interface containing 4 buttons. The answers
provided by the participants were recorded.



5 RESULTS AND DISCUSSION

Figure 7: The percentage of correct answers on each combination

The results from the softness/hardness perception experiment (Ex-
periment 1) indicated higher accuracy when the user was required to
distinguish between a soft and a hard sphere, with success rates of
96,29% and 94.4% respectively (Fig. 7). The success rate signifi-
cantly decreased to 62.9% and 57.4% when the softness on the two
spheres was medium soft and soft. The results suggest that the users
found it difficult to detect subtle differences in softness.

Figure 8: Confusion matrices of 2nd exp. with and without vibration
on fingertip

As shown in Fig. 8, results from the lateral skin stretch experiment
(Experiment 2) indicated that participants identified the orientation
of the platform with success rates of over 61.13% depending on the
specific orientation. With the addition of vibration on the fingertip,
the success rates increased above 75.93%. These results suggest that
the participant’s ability to distinguish the orientation of the platform
was enhanced by adding vibration to the fingertip.

Figure 9: Confusion matrices of the simplified orientations with and
without vibration

In Fig. 9, we condensed the results by grouping them into the
following categories: top left, left, and bottom left orientation to left;
top right, right, and bottom right orientation to right; top orientation
is kept as top; bottom orientation is kept as bottom. Grouping the
8 orientations in four categories indicated that participants distin-
guished the main orientation of the platform with success rates above
87.05% (with vibration) and 79.65% (without vibration). Thus, the
users identified the main orientation of the platform (top, left, right,
bottom), but found it more challenging to recognize the specific
orientation (corners). The addition of vibration on the fingertip
improves the results.

Figure 10: Confusion matrices of the 3rd exp. with and without
vibration on fingertip

As shown in Fig. 10, the results from experiment 3 indicated that
participants were able to distinguish the geometry of the surface with
success rates above 81.48% (without vibration) and 87.04% (with
vibration). Participants identified minor differences in the geometry,
which was improved with the addition of vibrations.

6 DISCUSSION AND CONCLUSION

We propose an innovative wearable haptic feedback device that
provides tactile feedback in the form of vibration, normal indentation
and surface geometry perception. Our implementation utilizes four
servo motors, connected to a moving platform placed on the fingertip
and can move the platform in eight directions. Unlike past systems,
the haptic glove proposed is lightweight and compact. The system
also provides kinesthetic feedback simulating the softness of objects
in two distinct levels and the interaction with various-sized solid
objects. We performed three formal experiments to evaluate users’
perception of either softness or hardness of objects, directional
information and surface geometry. Our analysis shows that the
addition of vibration in the second and third experiment improved
the perception of directional information and surface geometry. The
results from the first experiment revealed that users find it hard to
distinguish minor differences between soft and slightly harder or
medium soft objects. However, the success rate increased when
the differences in softness were more distinct. Participants without
prior experience with the Leap Motion Controller took extra time to
practice, but stated that the haptic glove was light and easy to wear.
After successfully completing the experiments, they reported that
the sensory feedback was unique and that they felt touching both
soft and hard objects. They were amazed by geometry perception,
able to feel differently shaped objects. Transparently creating the
illusion of touch, pressure and other tactile sensations at high fidelity,
without being disrupted by worn hardware, is still an open research
question. In the future, we aim for a wireless device without cables.
A new tracking system will replace the Leap Motion Controller for
independence from external tracking devices. ERM motors present
a single vibration stimulus, resulting in limited vibration stimulation,
thus we will employ Linear Resonant Actuators(LRA). As in most
prototype haptic devices, a limitation of the proposed haptic device
is that it does not accommodate varied hand and finger sizes. This



has to be accounted by producing prototype devices in varied sizes.
Although our implementation provides accurate feedback on either
the soft or hard features of 3D objects, it will be redesigned using a
servo motor controlling softness independently from the one used
for hardness, in order to be perceptually accurate even when very
subtle differences in softness levels are present.
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